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Abstract—The Internet is an essential tool for the society
as a whole, being the basis for several services. This
importance increased the requirements for Internet Service
Providers (ISPs). The current Internet infrastructure is
limited, which often compromises the Quality of Service
(QoS) and Quality of Experience (QoE) of users. Therefore,
ISPs need to evolve their technologies and management
capacity. One key approach is network slicing, which
allows the management of reliability and elastic resource
demand. This article discusses the reliability requirements
of the network slicing process as well as the features
and challenges of elastic demand scenarios. Additionally,
it presents a reliability strategy for network slicing. The
results from the experiments performed, using a dataset
with real network demands, suggest that the reliability
strategy mitigates the impact of physical failures over the
Internet access service.

I. INTRODUCTION

The rise of infrastructures based on Software De-
fined Networks and Virtualization enabled effective
and operative network and service deployments on
top of network slices. As a result, a new scenario
where Internet Service Providers may offer not only
Internet Access Services (IASs), but also virtualized
computational capabilities by elastically dividing
the network infrastructure into network slices offer-
ing adaptable network functions and services [1].

Internet Service Providers (ISPs) offer services
through a Service Level Agreement (SLA), where
client requirements and guarantees are defined. Ser-
vice delivery can be impacted by the elastic demand
for network resources, caused by several factors of
the modern society, such as human mobility within
cities and heterogeneity of behavior inside the same
local network [2]. In an elastic demand scenario,
the generated traffic volume varies according to
the user’s context and time periods [3]. When not
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treated properly, this elastic demand may result in
Quality of Service (QoS) and/or Quality of Ex-
perience (QoE) degradation (slowness and connec-
tion interruption) and wastage of resources. Con-
sequently, clients are not satisfied with the service,
and providers can face increased Capital expenditure
(CAPEX) and Operational expenditure (OPEX).

Reliability is a key requirement in SLAs, since it
defines service availability: reliability represents the
probability of a service to remain operational even
when failures occur in the physical network [4].
Reliability in elastic demand scenarios brings dy-
namic requirements for ISPs, increasing complexity
of network slices management. Addressing these
requirements involves not only reactive actions, but
also strategic planning of the network infrastruc-
ture configuration. Designing solutions to mitigate
potential impacts on clients QoS/QoE in face of
network failures and elastic demand is necessary.

In this context, this article discusses the reliability
requirements of the network slicing process and
the challenges in elastic demand scenarios. The
characteristics of network slices and the network
slice life-cycle management are presented, and their
impact over service delivery is discussed. Addition-
ally, this article presents a reliability strategy to
evolve the approach previously proposed by the au-
thors [5]. The original algorithm coupled reliability
constraints with the search for disjoint paths in the
allocation process.

The proposed reliability strategy for network slic-
ing is applied in conjunction with slicing allocation
algorithms to define alternative connectivity paths
based on a link importance selection, encouraging
the usage of low saturated links that are part of a
possible solution. The aim is to combine efficient
slice allocation and network reliability in a flexi-
ble manner. Thus, the reliability strategy proposed
in this article can be attached to different slicing
allocation algorithms.



The performance of the proposed reliability strat-
egy was evaluated using a dataset with real network
demands [6], instead of synthetic data used in [5].
The results suggest that the reliability strategy miti-
gates the impact of physical network failures on the
internet access service.

The next section details the reliability require-
ments in the network slicing process. Section III
describes the existing related work. Section IV
presents the designed reliability strategy, while Sec-
tion V describes a case study and discusses results.
Section VI presents some challenges and Section
VII concludes the paper.

II. RELIABILITY REQUIREMENTS OF SLICING

New services based on Software Defined Net-
works (SDN), Network Function Virtualization
(NFV), and Network Slicing are becoming essen-
tial for the ISPs, where continuity is one of the
most essential features, i.e., high availability ser-
vices that are resilient to possible failures and other
disruptions. Service continuity is directly related to
customer expectations and reliability requirements
reflected in the SLA (the desired reliability). A reli-
able network service should provide availability by
treating failures, but also provide consistent quality
of service by ensuring requirements (e.g., desired
bandwidth) are followed. One way to provide relia-
bility is to ensure adaptive resource provisioning and
strategic planning for dynamic situations resulting
from failures or variable requirements.

Failure of network elements occurs randomly at
any time and place, generating unusual situations.
Introducing proper planning and allocation of re-
sources that take failures and changing networking
conditions into consideration enables proper utiliza-
tion of networking resources and can provide ser-
vice continuity and quality requirements fulfillment,
thus creating a reliable service offering.

Considering the discussion above, reliability must
be taken into account when designing and running
network services. Typically, efforts towards relia-
bility assurance come after services deployment.
Notwithstanding, reliability and service deployment
should be considered altogether, since failures and
disruptions can impact overall service operation.

III. RELATED WORK

We discuss existing literature focusing on net-
work slices, reliability, and approaches to deal with

the elastic demand problem in service delivery.

Chiha et al. [7] design a model that computes
slices cost to enable proper pricing of end-to-end
services based on SDN and NFV. The authors focus
on the network infrastructure provider perspective
since techno-economic analysis are considered. The
proposed model acts in conjunction with a network
function (NF) dimensioning model to achieve the
desired evaluation of costs.

D. Gutierrez-Estevez et al. [3] propose an archi-
tecture with built-in Artificial Intelligence features
that allow the exploitation of elasticity. The authors
describe a taxonomy of learning mechanisms for
network elasticity. This architecture enables the re-
source elasticity as a key factor to make efficient
use of the computational resources.

Caballero et al. [8] design a slicing framework
using a game-theoretical approach to reach Nash
Equilibrium with a user dropping method and a
resource allocation scheme. In conjunction with an
admission control policy, which is used to satisfy
the rate requirement of users, the framework can
guarantee the requirements of all users.

P. Mohan et al. [9] describe a reliable slice
embedding scheme to reduce the number of service
chains affected when physical machines fail. The
authors propose an optimization formulation to in-
stantiate virtual network functions (VNFs) such that
the number of affected service chains are minimized
while routing and VNF placement constraints are
satisfied in conjunction with clients requirements.

V. Petrov et al. [4] introduce a softwarized frame-
work for reliability of mission-critical traffic. The
authors also present a mathematical model in soft-
warized networks to define the process of critical
session transfers as well as the impact of these
transfers over sessions from other users.

The related work discussed above does not
present solutions for bringing reliability into slices
allocation considering elastic scenarios. Combining
efficient allocation in an elastic scenario where
demand varies through time with reliability require-
ments is still an open issue.

IV. RELIABILITY STRATEGY FOR NETWORK
SLICING

Motivated by the frustration that Internet users ex-
perience when facing problems such as frequent dis-
connections, slowness, and large delays, we present



a reliability strategy to be applied during slice allo-
cation considering an elastic scenario with varying
demands throughout the day. The goal is to avoid
low reliability slices in service delivery while also
being aware of different demands during a certain
period of time. As a result, reliable quality of
service can be offered by ISPs to their clients, while
ensuring a proper utilization of network resources.

Usually, reliability is expressed as a value in
the [0,1] interval, with larger values representing
higher reliability. This value describes the probabil-
ity/capacity of the network links that support the
service delivery to be operational [4]. The desired
reliability (i.e., the minimum value to be achieved)
is defined in the SLA. Thus, reliability is not only
concerned with reactive actions that address and/or
try to contour post-failure impacts, but it should also
be concerned with pre-failure strategic planning.
In our context, a failure can be associated with
network equipment malfunction or other events that
run into violation of QoS constraints. For example,
a failure can be a switch port that stops working
and shutdowns a link, or a switch port that gets
overloaded by traffic in a way that impedes slice
traffic to be forwarded obeying QoS constraints. In
the occurrence of such events, the network should
be prepared to keep clients’ QoS.

As demands are variable, ISPs should define
slices according to different periods of the day.
Network slices can support service delivery over
the Internet by providing a dynamically and inde-
pendently managed network, resulting in a logically
independent network, on top of physical or virtual
networks. A network slice is defined as a set of
components that will compose the slice, which
are chosen by a resource allocation algorithm that
optimizes network usage following requirements of
clients throughout the day.

Figure 1 illustrates the scenario depicted above.
In the morning (Time 1), the slice has network
resources allocated to it such that the client re-
quirement is met. Later in the day, the bandwidth
demands change and the slice is adjusted (Time 2).
Similarly, this situation occurs between Times 2 and
3. Hence, the set of network elements allocated to
the example slice at Time 1 may be different from
Time 2 and Time 3.

According to [1], two of the most important steps
in deploying a network slice are Preparation and
Configuration. The Preparation plans the network
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Fig. 1. Network Slices Allocation Process with three periods of time
requesting 320Mbps, 280Mbps and 200Mbps, respectively.

slice and defines the set of physical network ele-
ments (links and switches) that will be part of a
slice, which are then allocated during the Configu-
ration. The Configuration step applies the network
slice designed over the network infrastructure, inter-
acting with the network hypervisor of the network
infrastructure. Thus, these two steps control the life-
cycle of a network slice, composing the strategic
planning of the network environment. In this way,
the allocation algorithm with the reliability strategy
is executed inside the Preparation step.

The algorithm used to allocate network resources
for slices directly impacts the reliability and the
bandwidth availability of the infrastructure. Using
longer connectivity paths (with more links) con-
sumes more aggregated bandwidth of the infrastruc-
ture and reduces reliability, as the more devices in
a path, the larger the aggregated failure probability.
However, always allocating the same link to reduce
path length for most slices will saturate its band-
width quickly. This can compromise future requests
that need that link to be operational.

In this context, the proposed reliability strategy
is designed to be applied in conjunction with an
allocation algorithm, as illustrated in Figure 2. The
reliability strategy performs a relative disjoint path
search, looking for alternative paths until the desired
reliability for the slice is reached. Simultaneously,
the proposed strategy defines these alternative con-
nectivity paths based on a link importance selection.
Thus, the proposed reliability strategy is based on
two central definitions:

« Link Suitability: Several criteria can be used
to evaluate the suitability of a link to be part
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Fig. 2. Overview of Reliability strategy.

of a network slice. One possible approach is
to measure how the infrastructure is impacted
by a slice allocation. For example, a link
may be considered more suitable if it has
the highest amount of bandwidth available, as
this approach can help in avoiding premature
saturation of links while it allows to increase
the allocated bandwidth if the next time period
requires more bandwidth for the slice. As a
consequence, it can also maximize the use
of network resources by allowing more active
customers (i.e., users with SLAs requirements
fulfilled).

o Link Importance: Regarding the identification
of the most important links, the reliability
strategy considers a link as important in the
following situations: (i) during the initial search
process, it is part of one of the several possible
interconnection paths between source and des-
tination; and, (ii) it will not be saturated if the
desired bandwidth is allocated. When a link is
considered important, its suitability is increased
(in relation to the suitability defined initially in
the allocation algorithm), which encourages its
allocation. At the same time, the allocation of
links considered not important is discouraged,
forcing a new search process to find alternative
paths using the important links as a basis.
Unlike the previous work [5], which does not
apply any importance criterion, the reliability
strategy in this article evolved the survivability
capacity of the network slices by identifying
the important links of the initial solution.

Recall slice structures represent the network
physical elements (switches and links) that will be
part of the network slice and, consequently, have
their resources allocated. The input for the slice
allocation process is a set of network resources
demand (such as bandwidth), split into time periods,
and the desired reliability to be achieved. These time
periods are defined in the SLA between the client
and the service provider, where the slice allocation
process needs to define a set of slice structures
to be deployed at each time period defined. The
most appropriate set of time periods can be defined
using several approaches, such as forecasting and
optimization (as a third-party service), explicit re-
quests by the client, as an ISP offering (according
to the available resources), among others. Thus, the
reliability strategy is independent of the time periods
definition approach utilized.

The reliability strategy execution, in conjunc-
tion with a generic slice allocation algorithm, is
represented in the flowchart of Figure 2. Initially,
the ISP receives the set of time periods and their
requirements, then it starts the process to define
a slice for a specific period of time as follows.
Initially, the suitability of the links for the cur-
rent network slice processing is computed; then,
the search for the initial solution with the most
suitable interconnection path is performed. If the
initial solution does not meet the desired bandwidth,
the slice definition process fails, since no possible
solution was found. When the initial solution has
the desired bandwidth, its reliability is evaluated. If
it has the required reliability, then the initial solution
is included as the solution for this period of time;
otherwise, the reliability strategy is invoked to find
an alternative solution.

First, the reliability strategy identifies the most
important links of the initial solution and encour-
ages their usage by increasing their suitability. Then,
it searches for an alternative solution (i.e., an alter-
native interconnection path) considering the updated
links suitability. Next, the reliability strategy merges
the initial and alternative solutions, creating the
final solution. Lastly, if the final solution has the
desired reliability, then it is included as the solution
for that period of time; otherwise, the slice definition
process fails. An example of the execution of the
slice definition process for a period of time is
illustrated in Figure 3 (which aims to interconnect
nodes 3 and 7): First, the suitability of the links is



calculated; then, the Initial solution is processed;
if it does not reach the desired reliability, the
link importance is calculated, and the alternative
solution is processed (considering the node 2 as
part of the solution instead of node 6); Lastly, the
final structure is defined, merging both initial and
alternative solutions. During the example, the terms
“high”, “medium” or “low” are an illustrative rep-
resentation for the suitability according to the links’
available bandwidth in relation to the bandwidth
requested in the SLA, as described previously. This
representation is used to ease the understanding of
the proposed strategy in the example described.
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Fig. 3. Example of slice structure solution for a period of time.

The idea of the reliability strategy in the alter-
native solution is to avoid the non-essential links of
the initial solution while keeping the most important
links (encouraging allocation by increasing their
suitability). The desired bandwidth is allocated in
full in the links present in both solutions (initial and
alternative), while the other nodes that have redun-
dancy allocate half of the network resources, since
the aggregated allocation meets the requirements.

It is also necessary to consider the possible over-
head on the performance of the network infras-
tructure in front of the changes in the structure of
the slices from one time period to another [10].
In the proposed reliability strategy, this impact can
be mitigated by the definition of link suitability,
since it allows the allocation process to smooth
the necessary modifications and maintain the slice
structure as long as it reaches the desired reliability
(defined in the SLA).

Finally, the proposed strategy takes the com-
puted reliability as a criterion to constraint the slice
suitability. Note that different reliability calculation
methods can be applied, since the proposed strategy
is agnostic of the reliability calculation method.
Currently, we focused on link failures for the reli-
ability calculation. Nevertheless, using the link and
node failure approach demands new factors to be
considered during the link importance definition,
since it brings correlated failures that impact the
alternative paths deployed.

V. CASE STUDY

This section shows a case study to evaluate the
proposed reliability strategy related to the network
slices allocation process. The experiments used a
real network traffic dataset collected in the backbone
of the State University of Ceard (UECE) [6], [11].

One hundred sets of slice requests were ran-
domly generated, where each set was composed
of one hundred requests considering the nodes to
be interconnected (randomly chosen from a uni-
form distribution). These nodes represent the client’s
border gateway to the Internet. Three metrics are
evaluated: (A) Number of network slices that pro-
vide the requested bandwidth and connectivity (i.e.,
operational slices); (B) Number of saturated links;
and (C) Running time.

Network slices were allocated in the GEANT (39
nodes and 59 links) and ATT (24 nodes and 57 links)
network topologies [12]. These two network topolo-
gies were selected due to their centrality level and
robust structure, enhancing the necessity of suitable
approaches for slices deployment over them [12].

We compare the performance of existing algo-
rithms, namely REENC [5] and PETIC [2], with
and without the proposed reliability strategy. In
summary, PETIC individually defines the network
slices for each period of the day, while REENC
tries to reuse the structure of the slice from the
previous time period to define the slice for the
current time period. Details about the algorithms
and the experimental setup can be found in [5], [2].

Figure 4 illustrates the number of operational
slices after the occurrence of failures in the network
infrastructure. In general, active slices depict the
ability of the reliability strategy to maintain ser-
vice delivery. The “x” axis in Figure 4 shows the
percentage of network components that randomly



fail: “0%” illustrates the situation where the network
infrastructure is fully operational, “5%” when 5%
of the network infrastructure fails, and so on. On
the other hand, the “y” axis represents the number
of allocations fulfilling the SLA, which considers
reliability and bandwidth.
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Fig. 4. Post-failure status.

Figure 4 shows the proposed strategy achieves a
good performance for reliable slices definition and
keeps the allocated slices operational, maximizing
the survivability of the service delivery regardless
the algorithm applied. Also, not using the reliability
strategy results in a worse performance of the slice
allocation in GEANT compared to ATT due to the
lower centrality of the GEANT topology [12].
The reliability strategy use equates the performance
of the slice allocation in both topologies, since it
explores their redundancy capacity.

As described in the previous section, the incre-
mental path redundancy approach of the proposed
reliability strategy tends to include more network
elements in the network slice structure. Thus, the
analysis of the impact over the bandwidth availabil-
ity is crucial. In this article we considered a link as
saturated whenever it has available less than 30%
of its original bandwidth, since this low availability
will directly affect the capacity of the network to
deploy recovery policies. The proposed reliability
strategy results in a small number of saturated links
after all requests were analyzed: considering the
ATT topology, it has 57 links and the reliability
strategy saturated less than 3% of the links in the
worst case. Naturally, the higher the number of
successfully allocated slices, the higher the network
resource usage.

An existing drawback of introducing a reliability
strategy 1s the slice allocation algorithm running
time, since it adds new steps during the slicing

allocation, increasing its time complexity. In the
experiments performed, the execution time was, in
average, 30% higher: 39 seconds with the reliability
strategy and 30 seconds without it. On the other
hand, it resulted in 15% more requests solved.
As described in Section IV, the reliability strategy
algorithm is invoked only in cases where the desired
reliability was not achieved in the initial search. In
this way, the extra processing steps are executed
only to improve the slice allocation process to fulfill
the requirements defined in the SLA.

The results suggest the reliability strategy is ca-
pable of improving the slice allocation with (i) low
impact in the available bandwidth of the network
infrastructure; and (ii) definition of reliable network
slices according to the periods of time, mitigating
the impact of failures in the network. Regarding the
allocation algorithms, when the reliability strategy
is applied, the REENC presents a better perfor-
mance when the percentage of failures increases.
This occurs due to REENC’s tendency to keep the
slice structure when it reaches the reliability of the
previous time period, reducing the failure points
possibilities from one time period to another one.

VI. CHALLENGES

Challenges in network slicing with dynamic de-
mand appear as the optimization of resource al-
location, which is a time-consuming task as also
is the reconfiguration of the network to deploy
those slices. Overcoming those challenges involves
defining meaningful periods of time that capture
overall client requirements dynamics in which slices
optimization and reconfiguration can be performed
on time. While too short periods of time may impose
excessive reconfigurations, which overload the sys-
tem and reduce availability, too long periods of time
may result in under/over utilization of super/sub
provisioned slices. Therefore, defining the ideal time
slot sizes for different scenarios to achieve a balance
between reconfigurations and utilization is a core
issue for the performance of the sliced network.

An ideal time slot size will depend on the traffic
behavior and/or SLAs defined. Traffic characteri-
zation can rely on monitoring tools and pattern
analysis, e.g., using machine learning techniques
or time series modeling. Approaches, such as [13],
can be used to model the client’s traffic and define
the optimal set of time periods. For example, the



output of such analysis can be used to feed the
network management system with predicted traffic
behavior in order to anticipate adaptation needs and
precompute the network resource allocation into
slices in the next time period.

VII. CONCLUSION

Elastic demand for network resources impacts
quality of service, where it is necessary to dynam-
ically adapt the resources allocated. A key process
to deal with elastic services is the preparation step
in the life-cycle of a network slice, which defines
the network elements (links and nodes) that will
compose the slice. Strategies must be designed to
achieve the services requirements, among which
reliability is one of the most important. This article
discussed reliability in network slicing deployment
and the characteristics of elastic demand that influ-
ence the network slices life-cycle. A reliability strat-
egy to network slice preparation for elastic demand
scenarios is proposed, and experiments using real
resources demand dataset suggest that it improves
resilience in service delivery.
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