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I Proposed approaches use simpler classifiers: Baseline uses
Support Vector Machines (SVMs)

I Free availability: Baseline uses MATLAB

I Baseline tunes the classifier’s parameters; ours don’t

I Processing time
I Classifiers used in Committee are used to classify the test set

→ majority vote to decide final classification
I Different from nEQB where SVM applied in test set is different

from SVMs used in the Committee → can be costly
I Don’t need to divide the training set in subsets



Experimental Methodology
Datasets 10/19

I Images from Landsat-8 and PRODES (Rondônia 2016)



Experimental Methodology
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I Classifiers from Scikit-Learn: AdaBoost (ADA), Gradient
Boosting Classifier (GBC), k-Nearest Neighbors (kNN),
Multi-Layer Perceptron (MLP), Gaussian Näıve Bayes (GNB),
Linear Discriminant Analysis (LDA) and Random Forest (RF);

I Baseline approaches (Margin Sampling and Normalized
Entropy Query-by-Bagging) implemented by Tuia et al., 2011;

I 5-fold cross-validation with Confidence Heuristics, Committee
and baseline approaches;

I Cross-dataset with best approaches from cross-validation
experiment
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Conclusion
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I Active Learning approaches were validated for the dataset

I High confidence delivered the worst results (as expected)

I Low and Hybrid confidence had similar results than supervised
learning using much fewer samples

I Committee and RF with 500 estimators
I similar results than the baseline for the cross-validation

experiment (without tuning classifier’s parameters)
I better results than the baseline for the cross-dataset

experiment
I better processing time and free availability in comparison with

the baseline
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I More images to improve the cross-dataset experiment

I Study the dataset’s noise
I Use of Citizen Science instead of specialists to classify the

pixels
I Prototype being made at Zooniverse, a Citizen Science web

portal
(www.zooniverse.org/projects/dallaqua/foresteyes)

I Study of semantic segmentation with deep learning to be used
in an Active Learning procedure with volunteer’s classification

www.zooniverse.org/projects/dallaqua/foresteyes
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